
Tele-Haptics: Remote Collaboration on Physical Objects

MAXIMILIAN LETTER, Berliner Hochschule für Technik, Germany

The need to work together at any time from any place in the world is constantly increasing. While the possibility to remotely collaborate
on digital content has matured to the point where it manifested into daily used services, remote collaboration on physical objects has
not left its early stages of prototypes and studies. The task is challenging because of multiple reasons that partly cause each other: (1)
physical content is static and cannot be duplicated or transported like digital content; (2) the possibilities of capturing and digitizing
physical content are yet limited and usually come with a loss of information; (3) interacting with representations of physical objects is
unnatural and does not allow an experience similar to the interaction with real-world objects. In my work, I aim to research the latter
of these challenges. The goal is to explore how working with physical objects that are remote can be digitally supported to enable
collaborations independent of time or space. As this field of academia is comparably novel, numerous aspects can be looked at. I am
most interested in asynchronous collaboration and mutual collaboration, as well as how to transport and emulate the properties of
physical objects that go beyond the visual.
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1 MOTIVATION

Remote collaboration allows people to work more flexible by choosing their own workplace. Thereby, traffic is reduced
and travel-times, that are most often perceived as lost time, can be saved. The importance of remote collaboration
increased constantly over the last decades and skyrocketed during the last two years of living in a global pandemic. As
for the current state of remote collaboration, we work with colleagues on a daily basis through communication (video
chat) and digital content production. The digital content we collaborate on is traditionally text-based, but collaborative
drawing and 3D-modelling are also supported.

Working remotely on physical objects however (e.g. in product design, architecture, fashion design) seems far more
challenging. This leads to one of two effects. One option is to have people rather working on virtual abstractions of
physical objects (e.g. 3D modeling tools and CAD programs) that have the benefits of digital content, which however
decouples work from the product it evolves around. The other way is to force a co-located collaboration, by getting both,
people and objects, together in the same place. Therefore, workers have to travel extensively, or the physical content is
transferred between locations by long post ways, both are costly, time-consuming, and harmful to the environment
[15, 20].

The topic of remote collaboration on physical objects fits in the current trend of merging physical and digital
world. It is of interest to research the challenges of working with digital representations of physical objects in a
remote collaboration and to develop approaches to enable a seamless interaction. One crucial aspect of this interaction
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with digital representations is haptic sensation, that is lost with most currently employed technologies. My aim is to
contribute towards a vision of remote collaboration that feels more natural, in pursue of enabling a connected and
merged world that is neither locked behind screens nor limited to the boundaries of time and space.

2 KEY RELATEDWORK AND RESEARCH GAPS

Multiple structured literature reviews can be found that touch on topics that are related to remote collaboration on
physical objects, mainly collaborative mixed reality [3, 14, 19, 22, 25, 29]. While these surveys are related and partly
include publications that study remote collaboration on physical objects, a comprehensive overview on the state of
research in that area has not been done. In order to identify key related work, I conducted a structured literature
review on remote collaboration on physical objects [17]. Led by the open research question of "what aspects of remote
collaboration on physical objects have been studied in scientific literature?", 80 publications were analyzed and discussed.

Overall, a constant increase in popularity in research could be observed. Notable are spikes showing high amount of
works followed by phases of low publication counts. These effects were possibly related to hardware releases in the
same time frame. In line with the introductions of new hardware, the composition of applied technologies changed
over time. It could be stated that currently, mobile devices as well as immersive virtual and augmented reality headsets
are on the rise. The traditional 2D screen remained relevant over the complete time span.

As this area of research is relatively young, multiple research gaps could be identified. With 61 out of 80 publications,
the majority of works did research synchronous collaborations that regard a guidance task. Consequential, asynchronous
collaborations as well as mutual collaborative scenarios were identified as research gaps.

While some of the proposed prototypes could potentially be used in an asynchronous variant, only a few works
actually investigated that form of collaboration [6, 12, 21, 27, 30]. The lack of research in that area is in line with
related literature surveys [3, 22]. As asynchronous collaboration on physical objects is more difficult than working
with digital content by the nature of physicality, it is an interesting research topic to delve into, providing versatile
challenges. Similarly, the under-representation of mutual collaboration is due to the physicality of objects, which cannot
be duplicated or easily transported. Therefore, equal access to an object is challenging to accomplish, while guiding
a task where only one collaborator interacts with the physical content is much easier to achieve. However, multiple
works studied a mutual remote collaboration on physical objects, showing the possibilities of this attempt [4, 5, 8, 10].

Further, it could be stated that there is a general lack of focus on the physicality of objects. Remote physical objects
are visualized to collaborators [1, 7, 26] but seldom are properties beside appearance transmitted. The reason might
come from a low amount of research in this field, as most publications study other aspects of the collaboration, like the
communication through gestures [2, 11, 28] or the control of collaborators’ viewpoints [13, 23, 24], than the object itself.
The publications that address the haptic senses of collaborators are most often works that utilize the idea of tangible
user interfaces [5, 21], frequently in conjunction with mixed reality technology [8, 16, 31].

Based on the results of the structured literature review, the following research questions can be derived:

(1) asynchronous collaboration: how can asynchronous changes on physical objects be represented, so that it
benefits a collaboration?

(2) mutual collaboration: exploring use cases beyond guidance, how can mutual remote collaboration on physical
objects be enabled?

(3) physicality of objects: how can the interaction with representations of real-world objects be improved due to
appealing to more than the visual sense, and how does that benefit the collaboration?
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3 COMPLETED AND ONGOING RESEARCH

I have laid the groundwork for future research in the field of remote collaboration on physical objects by conducting a
structured literate review, the results of which are presented in section 2. The work was submitted to CSUR as a full
paper [17] and is currently under review.

Based on the research gaps identified during the structured literature review, I selected asynchronous collaboration
on physical objects as the first area to investigate. Therefore, I investigated how physical objects can be compared to
virtual alternatives directly in the real world. As a result, the concept of Tangible Version Control (TVC) was developed.
TVC is inspired by version control, commonly used in software development. Compared to traditional version control
systems, information is no longer bound to a screen, but instead displayed directly on top of the physical artifact that is
worked on. Supplementary digital information about the object’s alternative versions are visualized with the use of
augmented reality. Actions are performed by physically moving the object. The concept of TVC can be split in two
logical parts: timeline and comparisons, which are displayed in figure 1.

The timeline is a representation of alternative versions, positioned and interacted with by moving the physical
artifact. The current state in the timeline is displayed by highlighting the corresponding digital twin of the physical
artifact, as well as compared against versions. Once two versions are compared with each other, visualizations are shown
on the physical object itself. Three modes were selected during iterative development of the prototype: SideBySide,
showing current and an alternative version next to each other; Overlay, superimposing the alternative version onto the
current state; and Differences, highlighting color-coded differences between the two versions based on a part-based
differing algorithm.

In order to spread the concept of an object-centered version control that utilizes augmented reality and foster
discussion about such an approach, the work will appear in CHI22 as a poster in the Late-Breaking Work track [18].

Fig. 1. Prototype showing the concept of Tangible Version Control [18]. Left: a timeline of virtual versions can be explored by moving
the physical artifact. Contextual information about ongoing comparisons and between physical and virtual content are marked by blue
highlights. Right: comparisons between two versions are displayed directly on the physical artifact. In the image, the Differences-mode
is used, in which differing parts of the physical object are highlighted by color-coded outlines.

The TVC concept is planned to be expanded in scope and evaluated in a formal user study. As extensions, more
aspects of version control systems could be included, such as multi-branch repositories, merging, and commit intentions.
For the study, we plan to compare TVC to currently used version control systems, such as Git, in the use case of iterating
on a physical object.
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4 VISUO-HAPTIC INTERACTION AND CONTRIBUTION TO THEWORKSHOP

Even with an approach such as TVC, that incorporates the physical artifact itself in the interaction, alternative versions
are purely visual representations, thereby lacking immersion and realism. In a next step, it is planned to investigate
into the physicality of objects and the low representation of their non-visual properties. This is particular important as
it is currently difficult to imitate tangible surfaces of remote physical objects over distance.

One potential approach lies in the use of additional devices, such as gloves or finger-worn stimulators, that could go
hand in hand with the augmented reality usage. Alternatively, passive haptics are of interest. Passive haptics generated
by proxy objects potentially require a lot less technology once they are produced. In addition, they can be naturally
interacted with just as with ordinary real-world objects. A third option could lie in the use of illusionary approaches,
simulating haptic sensations rather than physically producing them.

The workshop on visuo-haptic interaction therefore appears as a great place to exchange ideas about improving the
tangibility of virtual objects. I am specially interested in approaches that enable a seamless switch between natural
occurring haptic interaction, for example with the physical artifact, and technology-enabled haptics that support
virtual representations, for example remote objects. In turn, my expertise about collaborative scenarios could make an
interesting addition to the workshop participants, as it brings an alternative view on the use and application areas of
visuo-haptic interactions.

5 LONG-TERM VISION AND CONTEXT

The long-term vision for remote collaboration on physical objects for my work is the idea of seamless interaction,
regardless of location, that feels as natural as co-located work. In order to match these qualities, representation and
interaction of physical content must first break out of two-dimensional screens and user interfaces. Inspired by the
vision Ishii proposed in his fight against the pixel empire [9], I aim to investigate into solutions that directly include the
objects that are worked on in the collaborative process, while making the interaction with representations of remote
objects as natural as possible.

I am researching remote collaboration on physical objects now for more than one and a half year at the Berliner
Hochschule für Technik (BHT) in Berlin, Germany. My research is supervised by Katrin Wolf, BHT Berlin. My thanks
go to Katrin Wolf for supporting and advising my research, as well as to the BHT for making my studies possible by
funding the PhD program. I look forward to participating in the workshop on visuo-haptic interaction at AVI22.
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